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Preface 
This book presents the proceedings of the 2008 International Conference on Reconfigurable 
Computing and FPGAs (ReConFig08) held in Cancun, Mexico, in December 3-5, 2008. This 
conference seeks to promote the use of reconfigurable computing and FPGA technology for 
research, education, and applications, covering from hardware architectures and devices to 
custom computers and high performance systems. ReConFig08 was organized by the National 
Institute for Astrophysics, Optics and Electronics (INAOE) of Mexico in collaboration with the 
Laboratory of Informatics, Robotics and Microelectronics from Montpellier (LIRMM), France. 

For ReConFig08, submissions were invited for general sessions as well as the following 
specials tracks on reconfigurable computing applications: High Performance Reconfigurable 
Computing, Reconfigurable Computing for Security and Cryptography, Reconfigurable 
Computing for DSP and Communications, Bioinspired Reconfigurable Computing Systems and 
Self-Adaptive Computing. 

Overall, including general sessions and special tracks, 125 submissions were received from 32 
countries: Argentina, Australia, Belgium, Bolivia, Brazil, Canada, Colombia, Cuba, Denmark, 
Egypt, France, Germany, Greece, India, Ireland, Israel, Italy, Japan, Mexico, Netherlands, New 
Zealand, Norway, Pakistan, Puerto Rico, Russia, Spain, Sweden, Turkey, United Arab 
Emirates, United Kingdom, United States, and Uruguay.  After a peer-review process, 76 papers 
were accepted for inclusion in these proceedings. 

On behalf of the program and organizing committees, it is our pleasure to express our deep 
gratitude to everyone who contributed in any way to the success of the conference and the 
conclusion into these proceedings. We would like to thank all the members of the program 
committee and reviewers for their invaluable time and effort in the review process and to provide 
constructive feedback to authors. We are very grateful to the members of the organizing 
committee whose hard work made the vision of the ReConFig08 a reality. Also we acknowledge 
the cooperation provided by the IEEE Computer Society to produce these proceedings. 

Last but not least, we thank all authors who contributed to this conference for sharing their novel 
ideas, methods and results with the research community in the growing and developing field of 
Reconfigurable Computing and FPGA technology. We hope that you enjoy the conference, the 
reading of these proceedings and find them as a source of inspiration for further developments. 

Cesar Torres 
Lionel Torres 
René Cumplido 
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A Hybrid FPGA/Coarse Parallel Processing Architecture for Multi-modal Visual
Feature Descriptors

Lars Baunegaard With Jensen†, Anders Kjær-Nielsen†, Javier Dı́az Alonso‡, Eduardo Ros‡

and Norbert Krüger†

† The Mærsk Mc-Kinney Møller Institute,
University of Southern Denmark,

Campusvej 55, DK-5230 Odense, Denmark
Email:{lbwj, akn, norbert}@mmmi.sdu.dk

‡ Dept. Arquitectura y Tecnologı́a de Computadores
E.T.S.I. Informática, C/ Periodista Daniel Saucedo, s/n

E-18071 Granada, Spain
Email:{jdiaz, eduardo}@atc.ugr.es

Abstract

This paper describes the hybrid architecture developed
for speeding up the processing of so-called multi-modal
visual primitives which are sparse image descriptors ex-
tracted along contours. In the system, the first stages of
visual processing are implemented on FPGAs due to their
highly parallel nature whereas the higher stages are imple-
mented in a coarse parallel way on a multicore PC. A signif-
icant increase in processing speed could be achieved (factor
11.5) as well as in terms of latency (factor 3.3). These fac-
tors can be further increased by optimizing the processes
implemented on the multicore PC.

1. Introduction

Different levels of visual processing contain a different
amount of complexity and regularity. It is known that at
early stages of visual processing (in the following called
’early vision’) in humans, local feature extraction processes
are performed at each retinal location along the sensory
processing path [7, 8]. Consequently also in many artifi-
cial vision systems such regular processes take place at the
first levels (see, e.g., [14]). Such processes can be easily
programmed and computed efficiently on FPGAs or other
highly parallel platforms such as GPUs.

In contrast to such early operations, it is known that
higher level visual processes (in the following called ’early
cognitive vision’, see also [17]) are much less regular and

are based on discrete entities (often even of symbolic na-
ture) that even vary in their shape and parameterization de-
pending on the local signal (see, e.g., [15]). Moreover,
while processes on the level of ’early vision’ can be rep-
resented in general as matrices (close to the original image
structure) on higher levels ’lists’ are usually the more appro-
priate structure. Hence, such processes can not be as easily
implemented on highly parallel computational devices.

Moreover, at higher levels of visual processing impor-
tant information is coded as second- and higher order re-
lations of such discrete entities, leading to an exponential
increase in size of a highly structured but also largely inho-
mogeneous state space. Hence condensation of the data is
required [12] that makes reasoning operations in this rela-
tional space feasible. Furthermore these processes are dif-
ficult to implement on parallel hardware and are in general
preferred to be programmed on more sequential architec-
tures due to their inherent complexity.

In this work, we present a system in which real-time pro-
cessing on these two different levels becomes realised by
making use of a hybrid computer architecture containing
highly parallel hardware (FPGAs) for the computation of
information at early vision stages as well as coarse parallel
computation for higher levels (see figure 1).

In our system, stereo information is processed. As a front
end, our system makes use of an additional ’small’ FPGA
that performs basic image operations such as cutting regions
of interest as well as undistortion and rectification that can
be seen as simple extensions of the camera signal [10] (rep-
resenting a smart image acquisition system with embedded
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processing on the FPGA device). Our vision system is a
general purpose system that is currently used in two Euro-
pean projects addressing robotics [1] and driver assistance
[6] (for some publications based on our representations, see
e.g., [11, 17]).

The paper is structured as follows: In section 2, an
overview of the the system architecture is given. In section
3, the preprocessing and early vision processing on FPGAs
is described. In section 4, the higher levels of our visual
representation are briefly described as well as our real-time
implementation on a 4-core PC. In section 5, we give mea-
surements of computation time of the subcomponents and
compare it to a purely sequential processing. Section 6 con-
cludes and suggests future work.

2. System architecture

The system architecture realises different stages of vi-
sual processing on different hardware components. Cam-
era associated functions are performed on a small FPGA
in a tight loop with the camera. Linear and non-linear fil-
tering processes (mainly ordinary convolutions and pixel–
wise normalisations) compute pixel–wise information and
are realised on a larger FPGA. This pixel–wise information
then becomes condensed into local descriptors (called prim-
itives) that represent discrete and sparse positions in the im-
age in a list structure that is then compared in the stereo
matching phase. Due to the inherent complexity this is done
on a (coarse parallel) PC.

In more technical terms, the hybrid system consists of
two Pike F-421C cameras, two FPGAs and two PCs as
sketched in figure 1. On the first stage — preprocessing —
the cameras are connected to an FPGA using IEEE 1394a.
This FPGA handles undistortion and rectification of the im-
ages (see, e.g., [5]) in addition to controlling the camera,
e.g. synchronized triggering. At the next stage — early vi-
sion — the undistorted and rectified images are passed on
to another FPGA using a direct custom connection. This
FPGA is part of a PCI board placed in a PC running Win-
dows. This PC reads out the results from the FPGA — the
original image and different filter responses for each camera
— and sends the images using gigabit Ethernet to last stage
— early cognitive vision. At this last stage the condensation
of multi-modal primitives (explained in section 4) is taking
place on a multi core PC running Ubuntu.

3. Preprocessing and early vision on FPGAs

This section describes the hardware and algorithms used
and developed for the first two stages (as shown in Figure 1).
First a brief description of the preprocessing stage is given
followed by a more elaborated description of the processes
taking place on the early vision stage.

3.1. Preprocessing

The preprocessing is handled by a Spartan 3 FPGA us-
ing the IEEE 1394a bus for communication with the cam-
eras. It handles all camera control including synchronous
triggering. The processes performed on the FPGA include
the following: Bayer pattern demosaicing, region of interest
control and rectification and undistortion.

The FPGA handles two modes of operation: the down-
sampling mode where the original 2048x2048 image is
downsampled to 512x512, or region of interest where a
512x512 part of the original image is extracted. The hard-
ware and processes for this stage are explained in detail in
[10].

3.2. Local features computation

Local image features, magnitude, phase and orientation
can be extracted using Quadrature filters. In our system,
these filters are computed using the Hilbert transform of
the Gaussian derivative as described in [3]. Concerning
the constraints of real-time embedded systems, we will
focus on second order Gaussian derivatives because they
represent a good trade-off between accuracy and resource
consumption. In our architecture, we use 9 tap kernels
with peak frequency of f0 = 0.21pixels−1 and bandwidth
β = 0.1pixels−1 as utilized in [3]. This derivative order is
able to provide high accuracy at a reasonable system cost.

The details about the different computation stages re-
quired could be found in [3] and can be summarized as fol-
lows:

1. Separable convolution using Second order Gaussian
derivatives Gxx, Gxy , and Gyy and their Hilbert trans-
forms Hxx, Hxy , Hyx, and Hyy.

2. Linear filter combination and steering at 8 orientations.

After these two stages, we have 8 complex numbers for each
pixel corresponding to the different orientations and even-
odd filter output pairs. The next stage is the computation
of the local features (magnitude, phase and orientation). In
order to do that, we need to interpolate the feature values
computed from this set of outputs. We will focus on the
tensor-based Haglund’s approach [4]. Based on a local ten-
sor that projects the different orientations, information can
be computed as described in equations (1-3). In these equa-
tions, j stands for the complex unit and i for the oriented
filter number (1-8). The even and odd filter convolution out-
puts are represented by c and s. Finally, Mlocal, stands for
the local magnitude, θlocal for the orientation and φlocal for
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Figure 1. System architecture. From bottom up, the data stream is processed by different platforms.
After the images are captured from the cameras they are rectified in an FPGA platform (this can
be considered a specific purpose embedded system that delivers undistorted and rectified images).
This data stream is then transferred to a FPGA based PCI co-processing board that extracts the low
level vision cues (local magnitude, orientation and phase). High performance computing engines
embedded in the FPGA devices allow efficient handling of regular processing path. Finally, software
modules perform the condensation and stereo computation using coarse parallelism on multicore
PCs.

the phase.

Mlocal =
∑

i

√
c2i + s2i
N

(1)

θlocal =
1
2
arg[

∑
i

(c2i + s2i )exp(j2θi)] (2)

φlocal = arctan

(
S̃

C̃

)
(3)

C̃ =
∑

i

ci|cos(θi − θlocal)|

S̃ =
∑

i

sicos(θi − θlocal)

For an example of the outputs, see Figure 3B. Please
note that equation (2) uses the value of the energy instead
of magnitude as weighting factor for orientation computa-
tion (square root operation avoided). The effect on the ori-
entation accuracy is indiscernible but significantly reduces

hardware delays as shown in [2].

3.3. Image processing core for real-time
computation of magnitude, phase and
orientation

The equations (1-3) have been used for designing our
real-time architecture with reconfigurable hardware. The
processing core is a long-datapath pipelined architecture
whose parallelism grows along the stages to keep our
throughput goal of one pixel output per clock cycle. This
is a key factor to achieve high performance in our system.

The proposed architecture is based on the system de-
scribed in [2]. Nevertheless, we have increased the bit-
width of the different variables as well as modified the way
of computing the phase to significantly increase the sys-
tem accuracy.The new circuit architecture is schematically
shown in Figure 2.
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Figure 2. Image feature processing core.
Coarse pipeline stages are represented at the
top, and long-datapath scalar units, at the
bottom. The number of parallel datapaths
increases according to the algorithm struc-
ture. The entire system has more than 109
pipelined stages (without counting other in-
terfacing hardware controllers such as mem-
ory or video input/output interfaces). This al-
lows for the computation of the three image
features at one estimation per clock cycle.
The number of substages for each coarse-
pipeline stage is indicated in brackets in the
upper part of the figure. Note that long
buffers are required in the last stage to ac-
count for the data dependencies that are re-
quired at this point.

The resulting core resource consumption and perfor-
mance is shown in table 1. Note that, taking advantage of
the highly pipelined architecture, for each clock cycle the
core is able to process one pixel, resulting in a very high
performance circuit.

The comparison with our previous results of [2] indicate
that the new version consumes significantly more resources.
This is mainly due to two factors. First, the bit-width of
the variables has been increased to make them similar to
a 16-bit software implementation. Second, the new phase
computation technique requires to delay the 16 quadrature
filters values until the orientation value is ready. In order
to avoid degrading the system throughput, this is done by
using 16 memory buffers of distributed memory. Although

this consumes a high quantity of resources, it is justified
because the new phase estimations are much more accurate.

4. Early cognitive vision in a coarse parallel ar-
chitecture

At the stage of early cognitive vision, the processing is
parallelized in a more coarsely fashion. The computer used
for this stage has two AMD Opteron 285 2.6GHz dual core
processors giving a total of four cores. Two processes are
computed at this stage: 2D–primitive extraction for each
camera and stereo computation generating 3D–primitives1.

The primitives can be seen as a functional abstraction
of so called ’hypercolumns’ which are a cortical structure
in the visual area V1 (see [7]) in which different aspects
(or modalities) of visual information such as orientation,
colour, local motion, and disparity are processed at a certain
retinal position. The primitives cover the very same modal-
ities that are known to be processed in a hypercolumn and
condense this information to be accessible and usable for
higher level processes (for a more detailed discussion of the
biological analogy see [13]).

4.1. 2D–primitive extraction

2D–primitives are sparse image descriptor, that are ex-
tracted at contours. The primitives form a feature vector
containing the edge position with sub–pixel accuracy, the
local orientation, phase (contrast transition) and colour on
both sides of the edge. The extraction is performed on the
information from the filter responses — magnitude, orienta-
tion and phase — provided by the early vision stage (see fig-
ure 3A+B). Figure 3C shows the extracted primitives from
the left image in figure 3A. For details see [13].

4.2. Stereo computation

2D–primitives are extracted on stereo pairs of images
and are matched using the epipolar line (the images were
rectified in the preprocessing stage) and similarity con-
straints. 3D–primitives are then reconstructed from the
matched pairs of 2D–primitives (see figure 3D). For further
information, see [13, 16].

Figure 4 shows the pipelined structure of the paralleliza-
tion scheme and how the different cores are utilized.

As displayed in figure 4, three cores are used for com-
putation and the last core is used to visualize the results of
the different processes. The 2D–primitive extraction need
to be finished before stereo computation can begin. Conse-
quently, there is a delay of two time steps before the 3D–
primitives are ready for visualization and other processes.

1These processes are programmed in C++ and compiled with O3 opti-
mization
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Table 1. Complete system resources required for the local image features computing core. The cir-
cuits have been synthesized on a Xilinx FPGA Virtex II XC2V6000-4. Results obtained using the Xil-
inx ISE Foundation software. (EMBS stands for embedded memory blocks). ’Max image resolution’
states the maximum image resolution that the core can handle. In this setup, the core processes
512x512 image pairs.

Slices/(%) EMBS / (%) Embedded multipliers /(%) Max clock frequency Max image resolution Fps
20512 (60%) 9 (6%) 121 (84%) 40.5 1024x1024 38.6

Figure 3. Illustration of the primitive extraction stage. A) original images (left and right); B) filter
responses for the left image; C) extraction of 2D–primitives in the left image; and D) stereo recon-
struction of 3D–primitives.

� � �

� � �

� �

���

� ��� ���

��	
��������	������
�
��	��������
��

��	
��������	������
�
��	�������	����

��	
�������
	
�������������

���

��	
������������������

�

�

�

� �

Figure 4. Pipelined structure of the par-
allelization scheme demonstrating what is
computed on the four different cores at dif-
ferent times. The numbers in the boxes illus-
trate the index of the image data.

5. Results

Table 2 shows the latency measurements of the different
stages of the hybrid system and a corresponding sequen-
tial system running on a single core processing a pair of

512x512 images.

The time used by the two processes at the early cogni-
tive vision stage vary slightly depending on the number of
primitives which depend on the number of edge structures
in the scene.

The measurements add up to a latency of 0.69s through
the hybrid system and 2.31s through a sequential equiva-
lent. Some of the latencies of the processes in the sequen-
tial system are multiplied by two since they need to be per-
formed on both the left and right image.

Even though the latencies of the processes at early vi-
sion and early cognitive vision stages in the hybrid sys-
tem are equal, there is a huge difference in the through-
put of the different stages due to the massively pipelined
FPGA implementations. The FPGA implementation han-
dling the preprocessing can execute around 40fps ([10]), the
early vision core handles 38.6fps (table 1), whereas each of
the processes at the early cognitive vision stage can handle

1
0.2s/frame = 5fps.
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Table 2. Latency measurements. The latency
adds up to 0.69s for the hybrid system and
2.31s for the sequential system. The fre-
quency of the hybrid system is limited by the
processes at the early cognitive vision stage
to 1

0.2s/frame = 5fps, whereas the frequency
of the sequential system is 1

2.31s/frame ≈
0.43fps.

Stage Process Hybrid Sequential
Prepro- Pike image acquisition 0.06s 0.06s
cessing and IEEE 1394a transfer

Bayer demosaic, ROI/DS, 0.03s 2×0.45s
and undist+rect

Early Magnitude, orientation 0.20s 2×0.43s
Vision and phase
Early 2D–primitive extraction 0.20s 2×0.20s
Cognitive Stereo computation 0.20s 0.20s
Vision
Total 0.69s 2.31s

6. Conclusion

In this paper, we have presented a hybrid architecture
consisting of FPGAs and a multicore PC for the processing
of multi-modal visual primitives. The processing speed has
been improved significantly compared to a sequential sys-
tem — from 0.43fps to 5fps — but the system has potential
for speeding up the overall processing even further (see be-
low). Also the latency of the system has been decreased
from 2.31s to 0.69s. This increase of performance is cru-
cial for the two application domains we are working in, i.e.,
robotics and driver assistance.

The bottleneck of the system is the last stage — early
cognitive vision — limiting the system to perform at 5fps.
In the future, we will investigate ways of improving this,
e.g. using newer and faster processors with more cores or
putting parts of the processes on FPGAs/GPUs. The latency
is still a factor 3 larger than in the the human visual sys-
tem [9]. However, we plan that the FPGA PCI board for
the early vision stage will be placed directly in the multi-
core Ubuntu-PC, thus removing the latency caused by the
Windows-PC.
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